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VI. RECOMMENDATIONS: PROPOSED RESTRICTIONS ON THE USE OF FRT FOR
MEDICAL AND HEALTH PURPOSES

The analysis in Part IV of this Article makes clear that the health privacy,
genetic, FDA, and disability laws in the country do not protect the use of FRT
by employers or insurers for their own discriminatory purposes. There is
currently no federally applicable law that specifically addresses FRT, although
some states have passed legislation attempting to address the issues.””> The
lack of legislation raises concerns including the possibility of privacy
violations, freedom of speech restraints, and stalking.”’”*  Although the
American population acquiesces to governmental monitoring for security
purposes, people still expect a certain amount of privacy in their daily lives.*”
Both the “government and the private sector have the capacity for surveillance
of nearly everyone in America.””’® There is no current constitutional basis to
prevent this, and no constitutional text that “plac[es] boundaries on the
government’s ability to engage in ubiquitous monitoring of citizens based on
images snapped in public or posted online.”””” Therefore, there is no
constitutional control covering corporations and individuals for generating the
databases of personal information, and there is no cap on governmental power
in obtaining it.*’®

Another concern noted is that although this technology can be helpful in
the context of criminal law and the use by law enforcement, it “can also
perpetuate racial and ethnic profiling, social stigma, and inaccuracies
throughout all systems and can allow for government tracking and surveillance
on a level not before possible.””” Furthermore, “[u]sing facial recognition
technology beyond checking attendance or to maintain security could be a
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slippery slope into privacy issues if its use by employers or their vendors veers
into sourcing potential job candidates.”** The counter-argument is that FRT
will be so expensive to implement that it is not likely that it will be used in the
employment context.”® However, FRT, like any new technology, will be
cheaper as it becomes more ubiquitous.”*?

Restrictions are needed to prevent employers, insurers, and any other entity
or individual from using FRT for medical or health purposes without the
individual’s specific consent. Furthermore, employers and insurers should be
restricted from being able to ask for this information—or for any genetic
information. Such a restriction will protect individuals from feeling coerced
into consenting. There are definite upsides to the FRT research described in
this Article. However, it is necessary to protect individuals from unwittingly
revealing medical and health information.

The most direct fix to the issue of the misuse of FRT for medical purposes
would be the enactment of a regulation interpreting GINA that makes clear that
FRT cannot be used by employers or insurers for the purpose of attempting to
determine genetic predispositions. This would be the clearest way to ensure
that GINA works as it is intended to. Including tests or software that narrows
down a possibility of genetic predispositions in the definition of genetic
information in GINA would close the loophole in GINA discussed earlier.

Additionally, the Consumer Privacy Bill of Rights may be amended to
address the medical and health potential of FRT. The July 2014 NTIA meeting
considered the Consumer Privacy Bill of Rights.”®  Specifically, the
stakeholders discussed: (1) what type of entities the code provisions would
apply to; (2) obligations imposed when no “facial template” is created; (3) what
obligations are imposed when the information is not stored; (4) the risk of
individual’s information being stored without consent or knowledge; (5) the
worry that a code of conduct “could preclude or hinder meritorious uses of
commercial FRT”; (6) individuals being denied product or services based on a
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refusal to consent to enrollment of a facial recognition template; (7) risk of
commercial use of FRT infringing on personal autonomy and erosion of
personal privacy; (8) the chilling effects on free speech and free assembly; (9)
risk of unanticipated commercial use of the technology that consumers do not
understand; and (10) the risk that FRT could result in discriminatory practices
or patterns of behavior such as predatory marketing.®* Each of these ten
concerns 1s important, but does not address what kind of regulatory mechanism
is needed for FRT for medical and health purposes. Even if a facial template is
not stored, it is necessary to have privacy protections when FRT can reveal
private health information. The Consumer Privacy Bill of Rights could be a
good way to ensure privacy, but it needs to be expanded to include issues that
are central to medical or health information, as suggested above.

FRT software is developing rapidly to address a whole host of health-
related issues. The law must catch up to this technology. The answer is not
necessarily to prevent the development of this technology—but rather to ensure
that the way it is used is consistent with the laws that protect genetic privacy.
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